Qualitative analysis of the level of cross-protection between epidemic waves of the 1918–1919 influenza pandemic
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ABSTRACT

The 1918–1919 influenza pandemic was composed of multiple waves within a period of nine months in several regions of the world. Increasing our understanding of the mechanisms responsible for this multi-wave profile has important public health implications. We model the transmission dynamics of two strains of influenza interacting via cross-immunity to simulate two temporal waves of influenza and explore the impact of the basic reproduction number, as a measure of transmissibility associated to each influenza strain, cross-immunity and the timing of the onset of the second influenza epidemic on the pandemic profile. We use time series of case notifications during the 1918 influenza pandemic in Geneva, Switzerland, for illustration. We calibrate our mathematical model to the initial wave of infection to estimate the basic reproduction number of the first wave and the corresponding timing of onset of the second influenza variant. We use this information to explore the impact of cross-immunity levels on the dynamics of the second wave of influenza. Our results for the 1918 pandemic in Geneva, Switzerland, indicate that a second wave can occur whenever \( R_0 < 1.5 \) or when cross-immunity levels are less than 0.58 for our estimated \( R_0 \) of 2.4. We also explore qualitatively profiles of two-wave pandemics and compare them with real temporal profiles of the 1918 influenza pandemic in other regions of the world including several Scandinavian cities, New York City, England and Wales, and Sydney, Australia. Pandemic profiles are classified into three broad categories namely “right-handed”, “left-handed”, and “M-shape”. Our results indicate that avoiding a second influenza epidemic is plausible given sufficient levels of cross-protection are attained via natural infection during an early (herald) wave of infection or vaccination campaigns prior to a second wave. Furthermore, interventions aimed at mitigating the first pandemic wave may be counterproductive by increasing the chances of a second wave of infection that could potentially be more virulent than the first.

1. Introduction

The 1918–1919 influenza pandemic has been the most devastating of recent history in terms of morbidity and mortality burden with 20–100 million deaths worldwide (Patterson and Pyle, 1991) and significantly higher transmissibility compared to seasonal influenza epidemics (Chowell et al., 2006, 2008b). Moreover, two major waves of infection have been documented in various regions of the world for this pandemic during a relatively short period of time in between seasons (Chowell et al., 2006; Caley et al., 2007) with a reportedly higher case fatality rate for the second wave (Andreasen et al., 2008). Hence, increasing our theoretical understanding on the nature of the mechanisms responsible for the generation or elimination of multiple pandemic waves could lead to better pandemic preparedness plans. Various studies have proposed several mechanisms for the generation of multiple waves during the 1918 influenza pandemic that include the impact of social distancing (Caley et al., 2007), the role of co-infection with acute respiratory infections (Merler et al., 2008) and behavior changes (Epstein et al., 2008). Multiple wave patterns could also be the result of the delayed introduction of the virus in different communities within the same region or even due to re-entry of the virus into the same community. In fact, the current pattern of the novel swine-origin influenza A (H1N1) virus (S-OIV) in Mexico follows a two wave profile with the first wave (April–May, 2009) affecting mostly the central region of the country and the second wave (June–July, 2009) focused in southern states (Mexico Ministry of Health, 2009). The role of interventions in a setting of multiple epidemic waves as a result of re-entry of the same infectious agent has been studied using a simple transmission model (Handel et al., 2007). Here we study the hypothesis that the
multiple epidemic waves in 1918 were due to the delayed circulation of two influenza strains that were not necessarily equally transmissible under different levels of cross-immunity. In the case of seasonal influenza, several experimental studies have documented the presence of cross-immunity in various communities (Taber et al., 1981; Fox et al., 1982). Recent work (Barry et al., 2008) has highlighted the role of cross-protective immunity acquired by individuals infected during the early spring/summer wave of the pandemic. This supports the idea that multiple waves in 1918 were due to closely related influenza variants. Barry et al. (2008) suggest that sequential variants of the A(H1N1) influenza virus could have been responsible for the multi-wave pattern of this unique pandemic. In fact, these researchers estimated that the first wave of the 1918 influenza pandemic yielded between 35% and 95% protection against reinfection for the second wave and between 56% and 89% protection against death using data from US Army training camps, the British Grand Fleet and British civilian communities (Barry et al., 2008). Hence, increasing population immunity levels during the early pandemic phase via natural infection and/or vaccination campaigns could avoid a second and potentially more lethal pandemic wave. We address this theoretical question via numerical simulations using as a framework a two-strain influenza transmission model. Our mathematical model accounts for cross-immunity between strains, the timing of onset of the second influenza variant strain into a partially susceptible population as well as the actual transmissibility associated to each influenza variant.

The dynamics of two strains of influenza introduced in sync into a completely susceptible population have been examined analytically (Dietz, 1979) and considered with various levels of cross-immunity (Castillo-Chavez et al., 1989; Nuño et al., 2005). However, no study has examined the role of varying the emergence time of a second strain and level of cross-immunity as a mechanism to explain multiple wave profiles. Here we use time series of case notifications during the 1918 influenza pandemic in Geneva, Switzerland, for illustration. We calibrate our mathematical model to the initial wave of infection to estimate the basic reproduction number of the first wave and the corresponding timing of onset of the second influenza epidemic. We use this information to explore the impact of cross-immunity on the second influenza wave and determine numerical threshold levels of cross-immunity for which the second wave of infection cannot occur. Furthermore, we also discuss the potential benefits of moderate levels of immunization with a vaccine of limited efficacy to reduce the likelihood of a second wave of infection. Finally, qualitative profiles of two-wave pandemics are simulated using our mathematical model and compared with real temporal profiles of the 1918 influenza pandemic from several regions of the world.

2. Materials and methods

2.1. The epidemic model

We developed an extension to an epidemic model previously calibrated to the spring and fall waves of the 1918 influenza pandemic in Geneva, Switzerland (Chowell et al., 2006). While the model in Chowell et al. (2006) was used to describe the summer and fall waves of the 1918–1919 pandemic, our extended model (Fig. 1) incorporates the dynamics of two influenza strains interacting via cross-immunity, see Dietz (1979), Castillo-Chavez et al. (1989) and Nuño et al. (2005). We assume that individuals recovered from one strain are completely protected against reinfection from the same strain but are susceptible to the other circulating strain at a reduced level of susceptibility through a cross-immunity parameter. Furthermore, we assume the level of cross-immunity conferred to an individual is independent of the infection order of the two strains.

Our model classifies individuals as susceptible (S), exposed (Ei), clinically ill and infectious (Ii), asymptomatic and partially infectious (Ai), diagnosed (Yi) and recovered (Ri) where the index i = 1, 2 denotes each influenza strain. Cross-immunity is explored in terms of relative susceptibility (σ) to infection, where σ can be any value between zero and one (σ ∈ [0,1]). Complete susceptibility to a variant strain (no cross-immunity) is given by σ = 1 while complete protection against a variant strain (full cross-immunity) is obtained when σ = 0. Similarly, a value of σ = 0.10 can be interpreted as 90% protection against infection to the second strain for individuals infected during the first wave by the first strain. Recovered individuals that are infected with a second strain may again become exposed (Fi), asymptomatic (Yi), clinically infectious (Vi), diagnosed (Hi) and recovered (Zi). We also keep track of the cumulative number of diagnosed cases, C.

For simplicity, we assume the population has the same birth and death rate (µ). That is, the average life expectancy of the population is given by 1/µ. Assuming a homogenous mixing population, susceptible individuals become infected when they come into contact with an infectious individual. The transmission rate of influenza is denoted by βi. Latent individuals become infectious at rate κi. We define the proportion of clinical infections as ρi. Thus, the rate of exposed individuals progressing to the clinically infectious class Li is κiρi while the remaining fraction progresses to the asymptomatic partially infectious class Ai at rate κi(1−ρi). Clinically infectious individuals recover at rate γi or are diagnosed at rate αi. Diagnosed individuals recover at the adjusted rate γi+ = 1/[1/γi+−1/γi] or die at the mortality rate which is adjusted based on the case fatality proportion (CFP), δi = (CFP;/(1−CFP);)[µ+γi+]. The system of nonlinear differential equations governing the above transmission process is given in Appendix A.

When a single strain (initial strain, i = 1) is circulating in the population, the force of infection is a time dependent total rate of infection expressed as the product of the transmission rate βi and the probability of coming into contact with an infectious individual. The force of infection is then given by βi(β1E1(t)+β1J1(t)+κ1A1(t))/N(t) where N(t) = S(t)+Ei(t)+Ii(t)+Ai(t)+Ji(t)+Fi(t)+Vi(t)+Yi(t)+Ri(t).

The force of infection for strain i in a population where both strains are co-circulating accounts for individuals infected by strain i as a secondary infection (after being infected by the other strain) and is given by

\[ i = \beta_i I_i(t)+J_i(t)+q_i A_i(t)+V_i(t)+H_i(t)+q_i Y_i(t) \]

N(t)

2.2. Data sources

Data for the 1918 influenza pandemic has been collected and reported reasonably well in various areas of the world. To calibrate...
our model we used daily epidemic data for Geneva, Switzerland, obtained from mandatory notification registry in Switzerland during the period of July 1918–February 1919 (Ammon, 2002) (Fig. 2). The influenza pandemic affected the Geneva population in two waves, during the summer and fall, respectively. Since the fall wave was reportedly much deadlier than the first, the case fatality proportions (CFP) are different for each wave. For Geneva, the first strain CFP was assumed to be 0.7% for the summer wave while CFP was assumed to be 3.25% during the fall wave (Chowell et al., 2006). The total estimated population size of Geneva, Switzerland, in 1918 was 174,643 (Ammon, 2002), and the average life expectancy was about 60 years. A comprehensive review of the 1918–1919 influenza pandemic in Geneva, Switzerland, is given in Ammon (2001).

We also inspected the pandemic profiles of the 1918 influenza pandemic in several other regions of the world including Gothenburg and Stockholm, Sweden (Andreasen et al., 2008), England and Wales (Chowell et al., 2008a), Copenhagen, Denmark (Kolte et al., 2008), Wroclaw, Poland (Morens and Fauci, 2007), Oslo, Norway (Andreasen et al., 2008), Sydney, Australia (Caley et al., 2007), New York City (Olson et al., 2005) and Newfoundland and Labrador, Canada (Palmer et al., 2007).

2.3. “Arrival” time of a second influenza strain and parameter estimation

We examine the effects of a sequential introduction of the two influenza strains. Guided by the lowest level of influenza incidence observed between waves in the data, the time of arrival of the second strain is considered to occur sometime between day 40 and day 80 after the pandemic onset (Fig. 2). The second epidemic wave is composed of the contribution of all possible infections, i.e. infected by strain 1, infected by strain 1 and then strain 2, and so on. Because the transmission rate and the cross-immunity parameter are not identifiable directly from our data (these parameters multiply each other in the model (Eq. (A.1))), cross-immunity \((1 - \sigma)\) is kept fixed at 0.5, a value that is in broad agreement with recent estimates of the level of conferred protection during the 1918–1919 influenza pandemic (Barry et al., 2004).
2008). For each possible value of \( t_{onset} \), we estimate the transmission rate \( \beta_1 \), the recovery rate \( \gamma_1 \), the diagnostic rate \( \delta_1 \), the relative infectiousness of asymptomatic cases \( q_1 \), the proportion of clinical cases \( \rho_1 \), and the initial numbers of exposed and clinically infectious individuals for the first wave through least squares fitting of the observed cumulative number of notifications, \( C_t(\Theta_t) \), in our model (\( \Theta_t \) is the vector of estimated parameters for the first wave) to the cumulative number of influenza cases over time, \( y_t \), (where \( t \) denotes time in days), as described in Chowell et al. (2006). The advantage of using the cumulative over the daily number of new cases is that the former somewhat smooths out known reporting delays on weekends and national holidays. For the least squares fitting procedure, we used the Levenberg-Marquardt method with line-search implemented in MATLAB (The Mathworks, Inc.) in the built-in routine `lsqcurvefit`, which is part of the optimization toolbox. For simplicity, we only estimate the transmission rate \( \beta_2 \) for the second wave and assume all other parameter estimates to be the same as for the first wave. The best set of parameter estimates is obtained using the \( \chi^2 \) goodness of fit test statistic.

2.4. The reproduction numbers

The average number of secondary cases generated by a primary infectious case, known as the basic reproduction number \( R_0 \) (Anderson and May, 1991; Diekmann and Heesterbeek, 2000), is a measure of the power of an infectious disease to cause an epidemic in a completely susceptible population. In theory, when \( R_0 > 1 \) an epidemic can occur while an epidemic cannot unfold when \( R_0 < 1 \). Public health interventions can reduce the value of the basic reproduction number below one in order to prevent an epidemic. For our model in the absence of a second strain, the basic reproduction number is given by (Chowell et al., 2006)

\[
R_0 = \frac{\beta_1 k_1}{k_1 + \mu} \left\{ \frac{1}{\gamma_1 + \lambda_1 + \mu} + \frac{\lambda_1}{\gamma_1 + \lambda_1 + \mu(\gamma_2 + \delta_1 + \mu)} \right\} + (1 - \rho_1) \left\{ \frac{q_1}{\gamma_1 + \mu} \right\}.
\]

The terms comprising the reproduction number can be decomposed into individual contributions from each infectious class (clinical infections, asymptomatic and diagnosed cases). New infections arise at the per capita transmission rate \( \beta_1 \). The fraction of symptomatic cases is given by \( k_1 \rho_1 / (k_1 + \mu) \), and the mean time in the infectious class is \( 1 / (\gamma_1 + \lambda_1 + \mu) \). The contribution from the class of diagnosed cases is the product of the fraction of diagnosed symptomatic cases \( k_1 \delta_1 \rho_1 / (k + \mu) \), and the time for the asymptomatic class is \( 1 / (\gamma_2 + \delta_1 + \mu) \). The contribution from asymptomatic infections is the product of the fraction of asymptomatic cases \( k_1 (1 - \rho_1) / (k_1 + \mu) \), the relative transmissibility from asymptomatic cases \( q_1 \), and the mean time in the asymptomatic class \( 1 / (\gamma_1 + \mu) \).

If the second strain is introduced after the first epidemic wave when the population is no longer completely susceptible, the basic reproduction number alone is no longer relevant to quantify the transmission potential of the second influenza strain. Instead, the factor of interest is the effective reproduction number \( R_e \) which accounts for the background immunity in the population generated by prior exposure to the first strain in circulation. Here, the effective reproduction number is expressed as

\[
R_e = \left( \frac{\Delta(t_{onset}) + \sigma R_1(t_{onset})}{N(t_{onset})} \right) R_0,
\]

where \( \Delta(t_{onset}), R_1(t_{onset}) \) and \( N(t_{onset}) \) represent the number of susceptible, recovered and total individuals at the time of arrival of the second strain. The proportion susceptible is dependent on the second strain arrival time and the magnitude of the basic reproduction number of the first strain. The level of protection conferred upon individuals recovered from a first strain infection and the basic reproduction number of the second strain \( (R_0_2) \) both affect the likelihood of a second strain invading the population. For example, an initial strain with both high levels of transmissibility \( (R_0_1 > 2) \) and cross-immunity \( (\sigma < 1) \) will reduce the likelihood of a second outbreak due to the vast number of individuals becoming infected leading to significant effective population immunity levels.

By varying the levels of cross-immunity and the basic reproduction number of the first and second strains we quantify the effective reproduction number \( (R_e) \) and identify the critical parameter space where a second strain will not be able to take off \( (R_e < 1) \). We explore \( R_0 \) values in the range of 1–4 which is in agreement with estimates reported for seasonal and pandemic influenza (Chowell and Nishiura, 2008; Chowell et al., 2008b).

3. Results

Using our epidemic model and the time series of influenza notifications for Geneva, Switzerland, during 1918, we estimated model parameters for the first wave of the outbreak, given in Table 1. We further developed a relationship between the level of cross-immunity \( (1 - \sigma) \) to a variant influenza strain and the basic reproduction number corresponding to each strain \( (R_0_1, R_0_2) \) resulting in an estimate for the effective reproduction number \( (R_e) \) for the second wave. We then explored the parameter space for which a secondary wave cannot occur, that is when \( R_e < 1 \). Furthermore, our model was able to reproduce qualitatively similar historical pandemic profiles of the 1918 influenza pandemic in various regions of the world as we show below.

For the case of Geneva, Switzerland, the initial guess of the second influenza epidemic arrival time \( (t_{onset}) \) was on the 72nd day, corresponding to the minimal data point between the summer and fall waves (Fig. 2). The best model fit was obtained when \( t_{onset} = 55 \) days with a fixed level of cross-immunity between strains \( (1 - \sigma = 0.50) \) as determined by the \( \chi^2 \) goodness of fit test statistic. We held this estimated arrival time fixed for further analysis in the context of Geneva, Switzerland. Based on the parameter estimates given in Table 1, the basic reproduction number for the first wave was \( R_0_1 = 1.5 \). An increase in the rate of transmission \( (\beta_1) \) for the second strain to fit the model to the second wave resulted in an estimate of \( R_0_2 = 2.4 \).

We obtained a theoretical landscape of critical values for \( R_0 \) and \( \sigma \) for which one or two waves are possible given the basic reproduction number of the second strain \( (R_0_2) \) (Fig. 3). Our study reveals that under the presence of cross-immunity, a potential second wave could be prevented. For high levels of \( R_0 \), and strong cross-immunity \( (\sigma < 1) \), the likelihood of a secondary wave is significantly diminished. Fig. 3 indicates that a second wave can occur whenever \( R_0 < 1.5 \) or when cross immunity levels are less than 0.58 \( (\sigma > 0.42) \) for our estimated \( R_0 \) of 2.4.

In Fig. 3, we selected a point \((A)\) in the parameter set \((R_0, \sigma)\) within the region where \( R_e < 1 \) corresponding to \( \sigma = 0.10 \), \( R_0 = 3.0 \), which does not support a second wave, and point \((B)\) in the parameter set \((R_0 = 1.5, \sigma = 0.35)\) corresponds to the two-wave pandemic profile for Geneva, Switzerland, using the second strain reproduction number \( R_0_2 = 2.40 \). This relative susceptibility level of \( \sigma = 0.35 \) can be interpreted as the first wave conferring 65% protection against reinfection during the second wave, which is in line with recent empirical estimates for the 1918 influenza.
We also extended our analysis by varying the reproduction number of the second strain to explore its impact on the parameter space that supports a second wave (Fig. 4). For this analysis the second strain reproduction number is varied in the range of 1.5–3.0, for illustration. As expected, the parameter space for which a secondary wave is not supported is quickly reduced as the basic reproduction number of the second wave increases.

We identified several pandemic profiles from our review of the time series of cases or deaths of the 1918 influenza pandemic in several regions (Table 2). For simplicity we classified three main pandemic wave profiles by their shape as: (i) right-handed, (ii) left-handed and (iii) M-shaped. Regions such as Gothenburg and Stockholm, Sweden (Andreasen et al., 2008, Figure 2), Geneva, Switzerland (Ammon, 2002, Figure 2), England and Wales (Chowell et al., 2008a, Figure 1), Copenhagen, Denmark (Kolte et al., 2008, Figure 2), Wroclaw, Poland (Morens and Fauci, 2007, Figure 2A), New York City, USA (Olson et al., 2005, Figure 1), Newfoundland and Labrador, Canada (Palmer et al., 2007, Figure 1) exhibited a right-handed shape wave profile while...
of R-handed wave profile and Sydney, Australia (Caley et al., 2007, shape’).

Pandemic profiles are classified qualitatively as ‘right hand’, ‘left hand’, ‘M-shape’.

Regions of the world where several waves of infection have been documented during the 1918–1919 influenza pandemic.

<table>
<thead>
<tr>
<th>City</th>
<th>Profile type</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geneva, Switzerland</td>
<td>Right hand</td>
<td>Chowell et al. (2006, Figure 2)</td>
</tr>
<tr>
<td>Gothenburg, Sweden</td>
<td>Right hand</td>
<td>Andreasen et al. (2008, Figure 2)</td>
</tr>
<tr>
<td>Stockholm, Sweden</td>
<td>Right hand</td>
<td>Andreasen et al. (2008, Figure 2)</td>
</tr>
<tr>
<td>England and Wales</td>
<td>Right hand</td>
<td>Chowell et al. (2008a, Figure 1)</td>
</tr>
<tr>
<td>Copenhagen, Denmark</td>
<td>Right hand</td>
<td>Kolte et al. (2008, Figure 2)</td>
</tr>
<tr>
<td>Wroclaw, Poland</td>
<td>Right hand</td>
<td>Morens and Fauci (2007, Figure 2A)</td>
</tr>
<tr>
<td>New York City, US</td>
<td>Right hand</td>
<td>Olson et al. (2005, Figure 1)</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>Right hand</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Right hand</td>
<td>Palmer et al. (2007, Figure 2)</td>
</tr>
<tr>
<td>Oslo, Norway</td>
<td>Left hand</td>
<td>Andreasen et al. (2008, Figure 2)</td>
</tr>
<tr>
<td>Sydney, Australia</td>
<td>M-shape</td>
<td>Caley et al. (2007, Figure 2)</td>
</tr>
</tbody>
</table>

Pandemic profiles are classified qualitatively as “right hand”, “left hand”, “M-shape”.

* Mortality data.
* Hospitalization data.
* Morbidity incidence data.
* Pneumonia and influenza (P and I) mortality data.
* See also Fig. 2.

Oslo, Norway (Andreasen et al., 2008, Figure 2) experienced a left-handed wave profile and Sydney, Australia (Caley et al., 2007, Figure 2) resembled the M-shaped profile.

We were able to simulate a number of two-wave pandemic profiles using our mathematical model (Fig. 5). For illustration, the pandemic profiles were scaled to fit in a time frame of 60 days and for all cases the second strain is introduced at time \( t_{\text{later}} = 20 \) days. When the basic reproduction number of both strains are approximately equal to each other and levels of cross-immunity are low (\( \sigma \approx 1 \)), our model is able to generate the M-shaped profile (\( R_0 \approx R_0 \)). With a moderately low level of cross-immunity (\( \sigma = 0.70 \)) and a larger first strain basic reproduction number than that of the second strain (\( R_0 > R_0 \)) our model was able to generate a right-handed wave. Similarly, a left-handed profile was generated by letting the reproduction number of the second strain be larger than that of the first strain (\( R_0 < R_0 \)) and \( \sigma = 0.70 \). A trivial concurrent wave case can also be generated by starting both strains at the same time (\( t_{\text{later}} = 0 \)), setting the mean cross-immunity to be 0.50 and the basic reproduction numbers for both strains to be equal to each other (\( R_0 = R_0 \)).

4. Discussion

We have used a mathematical model that incorporates the interplay between two strains of influenza introduced sequentially in a population to evaluate the impact of the transmissibility associated to each strain, the level of cross-immunity between strains, and the time of introduction of the second strain on the generation of two-wave pandemic profiles of infection that resemble those of the spring/summer and fall waves of the 1918–1919 influenza pandemic. Our mathematical model is an extension to earlier models see Dietz (1979), Castillo-Chavez et al. (1989), Nuño et al. (2005), but to the best of our knowledge, our study is the first in exploring the delayed emergence of a second strain.

Although a number of mechanisms have been shown to generate multiple epidemic waves, and the mechanism or mechanisms responsible for the multiple pandemic profile of the 1918 influenza pandemic still need to be fully clarified, our study is inspired by recent work highlighting the role of cross-immunity in the transmission dynamics of the 1918–1919 influenza pandemic (Barry et al., 2008). Under the assumption that two closely related strains circulated during the 1918 influenza pandemic, our model was able to describe reasonably well the pandemic profile of case notifications in Geneva, Switzerland, and generate a number of qualitative pandemic profiles of the pandemic in other regions of the world by varying the basic reproduction number associated with each strain and levels of cross-immunity. Furthermore, we were able to generate using our model a numerical landscape of critical values of the basic reproduction number of both strains and cross-immunity for which a second wave of infection cannot be sustained.

From a public health point of view, our findings indicate that interventions aimed at mitigating the first pandemic wave may be counterproductive by increasing the chances of a second wave of infection that could potentially be more virulent than the first, which was the case for the 1918 influenza pandemic. According to our results, the presence of significant levels of cross-immunity after a highly transmissible first outbreak reduces the likelihood of a second wave. Alternatively, our study suggests that increasing the levels of population immunity through early vaccination campaigns even with a vaccine of limited efficacy could lead to significant levels of population immunity for which a second influenza epidemic may not be able to successfully invade the population. As an analogy, the total number of infected individuals during the first wave can be seen as the total number of individuals naturally “vaccinated” against a closely related variant strain with vaccine efficacy (\( 1 - \sigma \)). For example, Fig. 6 shows the daily number of infections arising from the introduction of two
The transmission dynamics of two strains of influenza can be modeled using the following system of nonlinear differential equations, where $i \in \{1, 2\}, i \neq j$.

**Appendix A. Model equations**

The transmission dynamics of two strains of influenza can be modeled using the following system of nonlinear differential equations, where $i \in \{1, 2\}, i \neq j$. Parameter definitions and values...
where $\lambda_i(t) = \beta(t)I_i(t) + J_i(t) + q_1A_i(t) + V_i(t) + H(t) + q_2Y_i(t) / N(t)$.
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